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QUESTION ONE (30 MARKS)

a) What do you understand by the following terms?

  i)   Sampling and Census        (2 marks)
  ii)  Sample unit         (2 marks)
  iii) Sample frame         (2 marks)
  iv) Sample design         (2 marks)
  v)  Pilot Survey         (2 marks)

b) Proof that the probability of a specified unit being chosen in a sample of size n from a

population of size N is
N
n          (4 marks)

c)  i)  What is Stratified Sampling       ( 3 marks)
     ii) Show that ωy  is an unbiased estimator of Y     (5marks)

d)  Show that ( )zE  is equal to Y   in probability proportional to size (pps) with
replacement          (5marks)

QUESTION TWO (20 MARKS)

a) Under stratified random sampling without replacement, verify that
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ii) The Neyman formula for optimum allocation is
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   where H is the

total number of strata, 2
iS is the population variance for the survey measurements

in the i-th  stratum and iN  is the number of units in the i-th stratum    (12 marks).

QUESTION THREE (20 MARKS)

a) Under simple random sampling without replacement, show that

( ) 22 SsE =                                 (12 marks)
b) Proof that the probability of selecting a sample of size n from a population of size

N is
nNC

1          (8 marks)



Page 3 of 3

QUESTION FOUR (20 MARKS)

a) Explain how double sampling is done     (5 marks)

b) Under double sampling, h
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 is unbiased estimator of Y (7 marks)

c) Describe the use of random numbers and lottery methods in drawing samples
from a population (8 marks)

QUESTION FIVE (20 MARKS)

Under PPS, a common estimator is the Horvitz- Thomson estimator(HV) defined by
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 where iπ  is the inclusion probability.

i) show that HTy  is unbiased estimator for i
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ii) Derive the variance for HTy


